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Abstract of the contribution: This pCR propose to add a new key issue to TR 23.700-80.
Discussion
In TS 22.261, there exists certain requirements for 5GS to support Federated Learning (FL) over 5G system, which include the following: 

“The 5G system shall be able to expose aggregated QoS parameter values for a group of UEs to an authorized service provider.

The 5G system shall be able to support an authorised 3rd party to change aggregated QoS parameter values associated with a group of UEs, e.g. UEs of a FL group.

According to Table 7.10-3 in TS 22.261, the 5G system shall also support UL and DL transmission with a latency not larger than a threshold (e.g. 1s) and a communication service availability not lower than a threshold for reporting the trained gradients and distributing the global model for FL.”
One of the objectives in the FS_AIMLsys is for federated learning, which describes whether and how the 5GS provides assistance to satisfy the above requirements as described in the SID (SP-211648) as follows:

“3. Objective 3 (WT#1.3): Study whether and how 5GS provides assistance to AF and the UE for the AF and UE to manage the FL operation and model distribution/redistribution (i.e. FL members selection, group performance monitoring, adequate network resources allocation and guarantee.) to facilitate collaborative Application AI/ML based Federated Learning operation between the application clients running on the Ues and the Application Servers.”
According to the nature of FL operation using end devices for training, how the end devices are selected and how the performance for the selected devices is monitored are particularly important. The reason why these items are explicitly specified in the above objective can be understood in the same context.
In TS 22.261, the server aggregates the interim training results from the UEs and updates the global model in preparation for the next iteration. Because the server cannot update the global model until all interim training results from FL members have been aggregated, the FL performance (e.g., iteration time) is heavily influenced by the FL members’ performance (e.g., communication performance and computation power) during the FL operations. To achieve better FL performance according to the server policy, the FL server prefers to select the FL members who will have higher performance. As a result, 5GS needs to provide the server with the predicted group performance of FL members to facilitate FL member selection. 

Furthermore, because the group performance consists of the performances that can be predicted by 5GS (e.g., communication performance) or cannot be predicted by 5GS (e.g., training performance), 5GS may require assistant information form the server to monitor group performance. For example, if FL performance is defined as iteration time (i.e., the server aims to reduce learning time), the server is exposed to the predicted time from receiving the global model to uploading the FL members’ trained model. Since 5GS does not know the training time, which is determined by the amount of training data and computation capability (e.g., floating operation per seconds, FLOPS), 5GS needs to receive the training time information from the server to predict the FL members’ group performance.
Since the predicted performance is not perfect (e.g., 5GS predicts that member A will have the superior performance but actual performance or actual status of member is poor or inactive during the FL operation), unexpected FL performance can occur. For instance, if one of the selected members performs poorly in communication or goes inactive unexpectedly during the FL member selection phase, the server should wait a long time before receiving the member’s training result or knowing the member’s status. Therefore, 5GS needs to monitor the group performance of selected FL members and report the monitoring data to the server during the FL operation to assist the FL operation’s management.
In order to address the issues, this pCR proposes to add new key issues for FL member selection and group performance monitoring as described in Proposal.
Proposal
It is proposed to update the following text proposal in TR 23.700-80.
*** Start of change (all new text)***
5.X
Key Issue #x: FL member selection for federated learning operation
5.X.1
Description

This key issue addresses how the 5GS could support the FL member selection which is one of the typical FL operation stages. Specifically, the key issue aims at addressing the following aspects:
1. Study what kind of information could be exposed to AF for appropriate FL member selection. 
5.Y
Key Issue #y: Monitoring group performance for federated learning operation
5.Y.1
Description

This key issue is target for WT#1.3 on whether and how 5GS assists the AF in managing the FL operation. 5GS needs to provide the server with the group performance of FL members to facilitate FL member selection. Thus, 5GS should monitor the group performance of selected FL members during the FL operation and report the monitoring data to the server to assist the FL operation’s management. In addition, 5GS may query the server for assistant information (e.g., training time) in order to track group performance:
1. What information are used to monitor group performance?

2. How to provide the group performance to AF?

3. How to manage group performance data within the 5GS?

4. Whether and how to offer assistant information to monitor group performance between the AF and the 5GS?
*** End of change***
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